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Abstract The review draws on earlier interests of the

authors and especially in two areas. The first of these

consists of modelling polymers in different solvent condi-

tions using Langevin molecular dynamics. For fully flexi-

ble polymers, it was found that in good solvents the

polymer conformation had extended structure while in poor

solvents, a globular-like conformation resulted. Stiffness in

semi-flexible polymers allows for the description of a

polymer with non-zero persistence length, thereby allowing

biological polymers to be modelled. The second area

focuses on the transport of DNA through cell membranes

and in the related area of using molecular dynamics sim-

ulations in understanding biomolecular processes. Finally,

under future directions, some of the areas in which tech-

niques from condensed matter have been used in recent

years point to how they may be employed in the future.

Keywords Biopolymers � Protein folding �
DNA transport � Biomembranes

1 Background and outline

It is a pleasure to contribute to this festschrit issue hon-

ouring Professor Imamura. His early contributions to the

calculation of the electronic structure of polymers had, of

course, a substantial influence on the development of that

subject. This major interest of Professor Imamura has

prompted us to contribute this article in relation to poly-

mers, proteins and biomolecular systems. In particular, we

shall offer some insights from condensed matter theory that

can be applied in molecular biophysics.

The mechanical properties, deformation behaviour and

relaxation of biopolymer chains and proteins have been the

subject of much interest in recent years because of their

importance in understanding the structure and function of

cells and muscles. Molecular modelling techniques are

generally based on ab initio electronic structure calcula-

tions, semi-empirical methods or molecular mechanics.

While the ab initio methods (e.g. DFT) are capable of

providing accurate and consistent results, they are com-

putationally expensive and so prohibitive for carrying out

simulations on very large biophysical systems. Semi-

empirical approaches (like the Extended Huckel Approxi-

mation) are based on quantum mechanics but parametrized

with parameters determined from experimental data. They

do not take account of electron transfer processes which

can be crucially important. By contrast, molecular

mechanics methods (Molecular Dynamics and Monte

Carlo) rely on the use of parametrized interatomic force

fields which are assumed to be transferable. Although

electron reorganization effects are not considered, they can

be usefully applied to studying the conformation and

dynamics of large systems over long time scales. When the

systems are too large even for such approximate methods

to be applied, there may be a need to invoke coarse-grained
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models where groups of atoms which are not altered

appreciably during the course of a simulation are treated as

a single unit (eg., a monomer).

In this article, we present some of the results of com-

puter simulation studies carried out by our groups on the

conformation and dynamics of biopolymers using both

atomic and coarse-grained descriptions and employing the

molecular dynamics method. We also show how computer

simulations can give information about molecular motors

and biomechanical processes. Finally, we shall also make

some observations, particularly with regard to suggestions

for future work, which should prove fruitful for further

studies. Whilst the present article is about theory, it is

designed to promote subsequent interaction between theory

and experiment.

2 Conformation and force–extension curves

of biopolymers and proteins

The problem of the equilibrium configurations of biological

polymers is an important one, as a knowledge of the factors

that influence it can provide the basis for an understanding of

the structure and functions of cells and muscles. Thus, for

example, the functioning of a protein is thought to depend on

its structure. The designing of novel folds and the prediction

of the most stable fold are therefore of great significance in

the production of new enzymes with specific catalytic

activities [1]. There have, consequently, been numerous

attempts, using a wide variety of techniques, to investigate

this general problem. For instance, there have been efforts

directed at solving the problem using a statistical-mechani-

cal approach [2, 3], as well as by modelling the protein

structures as a copolymer chain [4, 5]. Mean field theories of

compact phases and first order freezing transitions have also

been constructed [6]. There have also been an increasing

number of computer simulation studies of the equilibrium

configurations of polymer structures [7–12]. Computer

simulations afford a relatively simple approach with the

added benefit that useful information about the mechanical

response of polymers may be obtained by investigating the

effect of stretching forces on a typical polymer chain. This

allows a means of checking the validity of the inter-monomer

forces employed in the description of the polymer. However,

the complexity of the problem is such that polymer models

tend to be minimal in the sense that they represent only the

gross features of the polymer chain.

The dynamics of protein folding and unfolding is

determined by the inter(and intra)-monomer forces. Infor-

mation about these forces can be gained experimentally

from the force–extension curves using the AFM and other

techniques. Much of the early work on the computer sim-

ulations of polymer chains was done on ideal or near to

ideal systems represented by self-avoiding walks. Biolog-

ical macromolecules like proteins, DNA and actin have

relatively large persistence lengths Lp [13] (e.g. DNA has

44 \ Lp \ 81 nm while vimentin has Lp & 1,050 nm) and

exhibit markedly different properties depending on their

environment. Hence, in recent years, the focus has shifted

to less than ideal polymers. These systems have, in the

main, been studied using the so-called bead-spring and

semi-flexible chain models.

In investigating the role of the environment in deter-

mining the conformation and structure of a biomolecule or

polymer, there are in general two approaches that are taken

in the treatment of the solvent. In the macroscopic

approach, the solvent may be assumed to be a continuous

medium characterized by a bulk dielectric constant. Such

an approach can be used to modify hydrophobic and

hydrophilic interactions. Other methods within this

framework have included the treatment of the solvent as

effecting an entropic interaction on the molecule. This

latter method has the advantage of being able to include

temperature effects but does not modify the inter- and

intra-molecular interactions.

It is clear, however, that in order to arrive at a better

understanding of the structure and electronic properties of

molecules in solution, it is necessary to invoke quantum

mechanics. The quantum mechanical mechanical approach

can be used to provide the conceptual framework for

constructing continuum models to describe solvent effects

[14]. Alternatively, in the microscopic approach, the sol-

vent may be considered to comprise of individual mole-

cules, and for example, a hydrated molecule is taken to be a

molecule in the presence of other water molecules. Even

though the addition of extra water molecules greatly

increases the computational time and can result in a com-

plicated potential energy landscape, the importance of

introducing such explicit water molecules to model the

influence of the solvent effects in determining the stabi-

lized structures of biomolecules has been demonstrated by,

for example, the Suhai group [15].

Indeed, the motivation for developing such models came

from the realization that the experimental data on the

vibrational spectra of alanine dipeptide could not be

explained without the inclusion of explicit water molecules

in their calculations [16]. This recognition of the need to

incorporate the effect of the environment in such investi-

gations has led to further studies in a similar vein. Thus, it

was shown that explicit water molecules were also neces-

sary for the determination of the structure of the zwitter-

ionic form of hydrated L-alanine and other biomolecules.

By applying quantum mechanical DFT methods, Jalkanen

et al. [17, 18] found that the structure of the hydrated

molecules was stabilized by a network of water molecules.

Furthermore, this structure was different from that of the
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isolated molecule thereby demonstrating the need to

include the effect of the environment in an explicit manner.

In extending this approach, Jalkanen et al. [19] have used a

combined approach of computational methodologies

(molecular mechanics, quantum chemistry and DFT)

together with the experimental measurements (vibrational

spectra) to get a better understanding of the structure,

function and electronic properties of biomolecules in their

various environments.

In parallel with these ab initio calculations, much work

has also gone into the investigating the effect of hydro-

phobic interactions on biological processes. In their

reviews, Blokzijl et al. [20] and Chandler [21] assert that

most of the data relating to the hydrophobic interaction have

been determined by the study of the hydration of non-polar

molecules, their transfer from organic liquids to water, and

the association of amphiphilic molecules in aqueous solu-

tion. It is therefore important to carry out computer simu-

lations to test various theoretical interpretations [22, 23].

Recently, Graziano [24] investigated that the salts may have

role in affecting the strengthening of pairwise hydrophobic

interactions on adding salt to water and found that the

structural findings from computer simulations [25, 26] were

consistent with a number of neutron scattering studies.

Thus, it is clear that the simulations of polymer conforma-

tions and dynamics must take into account the solution in

which the biopolymer resides and the model should also be

able to represent the hydrophobic interactions.

In this section, we focus on work done on determining

the factors in the inter- and intra-molecular forces that

influence polymer conformations. Using coarse-grained

models and treating the solvent through its entropic con-

tribution, Maurice and Matthai [27, 28] carried out a series

of computer simulations aimed at arriving at an under-

standing of the dependence of various interactions

(including solvent) on the conformation of polymers. In

their molecular dynamics simulations, a single polymer

chain was represented by N spherical beads interconnected

by (N - 1) springs in a three-dimensional space. The

effective monomer–monomer interactions between all the

monomers (bonded or not) were described by a potential

comprising of three contributions

V ¼ VM þ Vbond þ Vstiff : ð1Þ

The Morse potential, VM, between two monomers

labelled i and j given by

VMðrijÞ=� ¼ expð�2aðrij � aÞÞ � 2expð�aðrij � aÞÞ;
rij\rc

VMðrijÞ=� ¼ 0; rij [ rc ð2Þ

represents the effect of the excluded volume interaction

and monomer–monomer attractions through the solvent.

The latter exists between all pairs of monomers which is of

special significance when the polymer collapses to a

globule state. The equilibrium bond length, a, defines the

minimum of the potential of depth �: The bead radius, r, is

defined through the condition VM(r) = 0, and the cut-off

radius, rc, was taken to be 1.5r. The parameter a, which is

a measure of the restoring force on a bead displaced from

equilibrium, was taken to be 10/r. With the energy

minimum, �; in units of the thermal energy, kBT, and all

the distances in units of the bead radius, based on the van

der Waals energies for hydrogen bonds in biopolymer

systems [30], the values of � are in the range between 7 and

16meV. The strong bonding force between adjoining beads

was taken to be

VbondðrijÞ ¼ �0:5 cR2
maxln½1� ðrij=RmaxÞ2�; rij \ Rmax

VbondðrijÞ ¼ 1; rij [ Rmax ð3Þ

The maximum bond length over which this interaction is

non-zero was taken to be the same as for the Morse

potential; Rmax = 1.5 r and the strength of the potential,

represented by c may be estimated from the various studies

of binding energies of proteins and ligands [1]. In these

simulations, it was taken to be 30�=r2: The bond stiffness

potential, modelling bond bending, was taken to be of the

form suggested by Keating [31] for the tetragonal

covalently bonded semiconductor structures,

VstiffðrijkÞ ¼ �kðhijk � h0Þ2 ð4Þ

where h0 and hijk are the equilibrium and normal angles

between bonds rij and rjk. For all the simulations, the

stiffness parameter �k was taken be ten times the energy

minimum in Eq. 2. Because most polymer systems have

carbon chain backbones, h0 was taken as the tetrahedral

bond angle in crystalline carbon, viz 109�.

The influence of the solvent was taken into account by

applying the method proposed by Grest and Kremer [32]

based on Langevin molecular dynamics. In this approach,

the test system is coupled to a heat bath to keep it at

constant temperature. The equation of motion for the ith

bead/monomer becomes

€ri ¼ �rUi � C_ri þ wiðtÞ ð5Þ

where C represents the viscosity of the solvent and wi(t)

describes the random, temperature-dependent force of the

heat bath acting on the ith monomer. The advantage of this

approach is that the heat bath allows for work to be done on

the system (eg. extension) without a resulting change in the

temperature, as the thermal agitation and the viscosity

cancel out each other. Note that if the viscosity was

included without the thermal fluctuation term, the system

would simply dissipate and no temperature effects could

be addressed. The effect of having large random forces
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w(t) (high temperature) corresponds to good solvents as

these forces are entropic in nature and lead to extended

polymer configurations.

2.1 Flexible biopolymers

The results of the simulations on fully flexible polymers, in

which there are bond stretching but no bond-bending terms

(�k in Eq. (4) is set to zero) in the potential energy

description, showed that in good solvents, the polymer

conformation was an extended structure, while in poor

solvents, the polymers took on a globular-like conforma-

tion [27]. A consequence of this is that force–extension

curves in these two regimes display markedly different

behaviour. In good solvents, these polymers behave very

much like a freely jointed chain (FJC) [29].

By contrast, in poor solvents, because of the initial

closed globular conformation, the applied force needs to

reach a critical value before there is a near spontaneous

uncoiling of the polymer.

2.2 Semi-flexible biopolymers

With the bond-bending term, �k 6¼ 0; the chains are termed

semi-flexible. The flexibility of the chains is characterized

by the magnitude of the size of the bond-bending energy

which in turn determines the Kuhn, or persistence, length.

For these semi-flexible polymers, Maurice [28] investi-

gated their conformation as a function of temperature (T)

and bond stiffness (�k). He found that at low temperatures

(corresponding to poor solvent conditions), as the stiffness

parameter is increased, the conformation of the polymer

underwent a transition from a globular phase to a folded

configuration, with the length of each segment being a

multiple of the persistence length (see Fig. 1).

The stiffness at which the folds begin to appear is, rather

unsurprisingly, temperature dependent, suggesting that it is

the finite persistence length which is responsible for the

observed folding. The chain conformation is determined by

the competition between the stiffness parameter which

increases the persistence length and the temperature which

tends to reduce it. This is best seen in the phase diagram of

the polymer conformation in Fig. 1.

The critical temperature below which folded configu-

rations are formed was also found to depend on the chain

length with the longer chains only folding at higher

temperatures.

To summarize the results of Maurice et al. [27, 28], at

high temperatures or in good solvents, both flexible and

semi-flexible chains behave as freely jointed chains with

extended conformations. At low temperatures, whereas

flexible polymers form compact globule type structures,

semi-flexible polymers take upfolded chain structures with

the number of folds varying linearly with the length of the

chain.

While the folding may be attributed to the model, the

stiffness term should favour tetrahedral bonds and it is not

at all obvious that this model polymer would equilibrate

into the observed folded conformation. Other groups have

reported the observation of toroidal structures [9–11]. This

could be due either to the potential energy interactions that

were employed or to their using the lattice based Monte

Carlo method in their simulations. It is ought to be stressed

that the Langevin dynamics method used in this study is

particularly adept at ensuring that the system is not trapped

in local minima. Also, the off-lattice nature of the simu-

lations allows a full exploration of the configuration space

and the structure is not constrained by the underlying lat-

tice structure which can result in artificial conformations.

The influence of different potential energy interactions on

the final conformation requires further study. The presence

of a critical temperature for a prescribed length at which

this folding occurs suggests that there is some kind of

phase transition from one state to another similar to the

globule to extended chain transition observed by us and by

other groups [6, 9, 10, 12, 28].

2.3 Force–extension relations

The force–extension relation of a polymer is intimately

connected with the nature of the various interactions

between the monomers and the solvent. Thus, a knowledge

of this relation can yield information about the nature and

strength of the bonds in a chain. This is of particular

interest in the study of protein molecules and structures.

The recent studies of Perkins et al. [33], Smith et al. [34],

Rief et al. [35] and Oesterhelt et al. [36] on the elastic

properties of DNA, spectrin and PEG molecules have

shown that it is possible to represent such polymers by the

FJC model. The WLC model, where the polymer can be

modelled as a string with local stiffness, has been used to

describe the elastic properties of DNA [37, 38].

The results of the simulations (Fig. 2) show that for

flexible polymers in good solvents, or semi-flexible

polymers at high temperatures, the force–extension

curves could be fitted by the form arising from the FJC

model [29]

hRNi
N
¼ a coth

fb

kT
� kT

fb

� �
ð6Þ

Here, hRNi is the end-to-end distance of a chain com-

prising of N monomer units subject to a force f at tem-

perature, T. The parameter b is taken to be the monomer

bond length (flexible) or the persistence length (semi-

flexible). The force–extension curves derived from the

worm-like-chain (WLC) model [39] were also found to
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give a good fit, but with a shorter persistence length than

that used for the FJC fit.

When the force–extension simulations were performed

on the low temperature folded chain configurations, there

was virtually no extension of the chain until the magnitude

of the force reached a critical value. There is, then, a rapid

increase in the extension, so that hRNi becomes equal to a

multiple of the fold length, Lf. This is indicative of the start

of the unfolding of the chain. It remains at this extended

length for further increases in the applied force until the

force reaches another critical value whereupon the chain

experiences another jump in the extension (Fig. 3). This

process continues until the chain is fully unfolded and its

length is equal to that of the chain in a good solvent. The

critical values of the applied forces turn out to be depen-

dent on N as is the amount of the extension at each step.

This is not surprising as the number of folds varies with

N and the critical force is a measure of the energy required

to break ‘bonds’ between those segments close to each

other in the folded configurations.

The force–extension curves provide another means by

which the details of these forces may be determined. When

the polymer is in a folded state, a force applied to the ends

does not result in a significant increase in its length as the

force is not propagated ’around’ the fold. Once the force is

of sufficient magnitude to unfold one segment, this results

in an immediate doubling of the chain length. While these

simulations do not model any specific biopolymer system,

for the values of the � used, the calculated force–extension

curves correspond very well to the experimental results on

single molecules of DNA reported by Wang et al. [40].

Fig. 1 Equilibrium

configurations of semi-flexible

polymers as a function of the

reduced temperature,

T� ¼ kBT=�; for varying

stiffness constants, �k

Fig. 2 Force–extension curves for flexible polymers of varying

length compared with that expected from the FJC model. For each

value of the applied force, multiple simulations were carried out
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3 Modelling biological processes

Biopolymers are transported through channels across

membranes in a number of biological processes. These

include the transport of RNA across nuclear pore com-

plexes and protein transport across mitochondrial mem-

branes and the endoplasmic reticulum. The biological

channels are also made up of proteins and are of nanometre

scale. Following the experimental investigations of

Kasianowicz et al. [42] on the translocation times of the

ssDNA segments across the a-haemolysin membrane, there

have been many studies aimed at using this approach to

study various aspects of macromolecular translocation

across nanopores including the determination of a DNA

sequence. More recently, there have been studies of DNA

translocation through single-walled carbon nanotubes [43]

and graphene nanopores [44].

Although there has been some efforts at understanding

the translocation process from a theoretical standpoint,

these have, in the main, been based on polymer diffusion

models and restricted to one- dimensional systems. For

example, Randel et al. [45] applied the Monte Carlo (MC)

method to simulate the experimental findings of

Kasianowicz et al. [42]. Using a minimalist approach with

the single-stranded DNA (ssDNA) modelled as a simple

homopolymer and with the lipid bilayer membrane repre-

sented by an impenetrable wall with the pore modelled as a

cylindrical tube through the wall, this model was able to

reproduce the correct form of the temperature dependence

of the translocation time across the membrane. However, to

model different types of DNA sequences or indeed protein

chains, a more sophisticated approach is required. This

includes modelling the haemolysin pore in a more realistic

fashion, to investigate the effects of the electrostatic

interactions between the ssDNA and the pore and also the

effects of drag during the translocation process may be

taken into account. By using monomers with different

charges, it may be possible to understand the effects of

these factors on the way in which ssDNA translocates

through the pore. Loebl and Matthai [46] (LM1) modelled

the ssDNA as a chain of N monomers, each representing a

nucleotide. All monomers were allowed to interact with

each other through the Morse potential (Eq. 2), which for

different types of monomers, can be written as

VMðrijÞ¼�ij�0 exp �2aij
ðrij�aÞ

rij

� �
�2exp �aij

ðrij�aÞ
rij

� �� �

where rij is the distance between different types of mono-

mers i and j. ri is the hard sphere radius of monomer, and

�i is the strength of the interaction between monomers of

the same type, i. �0 is the unit of energy in the model so that

the temperature is in units of �0=kB: For interactions

between different monomers, the composite values were

obtained from the relations, �ij ¼
ffiffiffiffiffiffiffi
�i�j
p

; aij ¼
ffiffiffiffiffiffiffiffi
aiaj
p

and

rij ¼ riþrj

2
: The parameters assigned to the monomers are

only designed to make the monomers different so as to

investigate the effects of different types of ssDNA or other

biochemical chains. They are not designed to specifically

model adenine, cytosine etc, although the monomers that

are assigned the larger values of �i or ri are adenine and

guanine, which are the nucleotides with the larger bases

made up of two rings. The monomers are also assigned a

charge, qi, which determines the strength of the pulling

force on monomer i, due to the applied electric field, which

drives the translocation (Table 1).

The three-dimensional potential energy map of the

electrostatic and van der Waals potential energy due to the

protein pore interacting with a model DNA nucleotide was

constructed by using the NAMD software package [47]

with the CHARMM22 force-field parameters [48]. This

was done by determining the energy of a single test ion

interacting with the a-haemolysin protein pore. The test ion

was chosen with suitable parameters to represent a single

DNA nucleotide and corresponds to the monomers used in

the heteropolymer model. The electrostatic energy could be

scaled for any charge. The minimum energy configuration

of the a-haemolysin pore was determined by performing a

NAMD simulation. The starting configuration of the sim-

ulation was taken from the X-ray structure of the

a-haemolysin pore (Fig. 4), resolved by Song et al. [49],

Fig. 3 Force–extension curves for semi-flexible polymers at low

temperatures

Table 1 Parameter values used for the heteropolymer DNA model

Parameter Adenine Cytosine Guanine Thymine

ei 1.4 1.0 1.0 1.0

ri (nm) 0.7 0.1 0.9 0.5

ai 10 10.0 10.0 10.0

qi 1.0 0.7 0.7 0.7
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which is available in the file 7AHL from the Protein Data

Bank. The initial positions of the H-atoms in this structure

(not resolved by X-ray diffraction) were guessed and the

energy of the structure minimized such that there were no

steric interactions.

NAMD was then used to calculate the energy of the

interaction between the test ion and the protein pore. The

central part of the protein pore, the region containing

the channel, was mapped in detail. This is the most

important part of the protein because the interactions with

the central channel have the greatest effect on transloca-

tion. The dummy ion was placed at different positions on

a 0.3-nm grid, which extended 6 nm at either end of the

protein and covered an area of 0.48 nm2 in the centre of

the protein. The regions outside this central core were

mapped by calculating the energy as a function of the

distance from the centre of the core for radii up to 2.4 nm.

Outside the protein, at either end, the van der Waals

interactions tail off to zero and the electrostatics are

almost radially independent. These regions were again

mapped in less detail than the central channel. The

interaction energy values at points between grid points

were obtained by interpolation.

The resulting electrostatic potential (Fig. 5) explains

some of the behaviour of translocating DNA observed in

experiment. It may be noted that the depth of the elec-

trostatic potential (Fig. 5a) &4.6 kcal/mole corresponds

to &200 mV, which is of the order of magnitude gener-

ated by a biological ion pump [50]. As the DNA moves

near to the pore, the decreasing electrostatic energy

attracts the negatively charged DNA into the pore until it

reaches the energy minimum. The DNA then sits at that

point unless there was some external driving force to

overcome the energy minima and release the DNA from

the other side of the pore. This driving force is the electric

field applied to the system in experiment. Thus, there is

some threshold field strength, below which translocation

does not occur. The van der Waals profile (Fig. 5b) is

about an order of magnitude weaker and in the main acts

as a hard wall interaction and defines the shape of the

protein.

In using this potential energy map for the different

monomers, a simple scaling procedure was adopted. The

electrostatic potential simply scales as the charge on the

monomer as the test ion was taken to have unit charge.

To simulate the heteropolymer translocating through the

a-haemolysin pore, LM1 placed the first monomer inside

the a-haemolysin pore and the rest of the chain was gen-

erated as a self-avoiding random walk on a cubic lattice,

with the constraint that no monomers can be placed within

Fig. 4 A slice through the X-ray structure of the haemolysin pore

(after Song et al. [49])

Fig. 5 The profiles of a the electrostatic and b the van der Waals

potentials for a line running through the centre of the pore
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the pore. The heteropolymer chain is then allowed to

equilibrate using the standard Monte Carlo method, but

with the initial monomer still fixed just inside the pore.

Once the equilibrium conformation has been reached

(Fig. 6a), the chain is released and the translocation pro-

cess begins. The number of working moves from the

release of the chain, to the last monomer leaving the other

end of the pore is taken as the time for one translocation.

Figure 6 shows a typical translocation run for a hetero-

polymer. At least 500 of these times were measured and

plotted as a distribution, and the peak in the distribution is

taken as the translocation time. Translocation runs were

performed for thymine, cytosine and guanine homopoly-

mers for a range of temperatures. The translocation times,

determined from the peaks of the distributions, as a func-

tion of temperature for the three different homopolymers of

thymine, cytosine and guanine are shown in Fig. 7. The

slowest of the chains to translocate is the guanine

homopolymer, which has the largest value, while the thy-

mine homopolymer is the fastest.

To model the experimental results showing the depen-

dence of the translocation times on base type, simulations

on two types of heteropolymers, each with 15 adenine

monomers and 15 cytosine monomers, were also carried

out. The heteropolymers were either made up of alternating

adenine (A) and cytosine (C) monomers, i.e. ....ACACA-

CAC… or a block of 15 adenine monomers followed by a

block of 15 cytosine monomers, i.e., …AAAACCCC…
Again, the simulations were performed at over the same

temperature range. The results for the two sets of simula-

tions were almost identical suggesting that this model

cannot distinguish between these two different hetero-

polymer types in its current form. Further, simulations on a

second pair of heteropolymers, this time made up of

cytosine (C) and guanine (G) monomers arranged in the

same sequences as above, were carried out. Figure 7 shows

the temperature dependence of for the two heteropolymers.

It shows that the alternating guanine–cytosine chain

translocates slower than the block heteropolymer, which is

in agreement with the results of Meller et al. [51] (given in

Fig. 7 of their paper). Thus, the pore model seems better

able to distinguish between monomers shapes than

Fig. 6 Snapshots of a typical translocation run for an alternating

guanine and cytosine heteropolymer

Fig. 7 The dependence of temperature for a two different hetero-

polymers, made up of alternating guanine and cytosine monomers

(black square) and two blocks of 15 guanine and 15 cytosine

monomers (bullet); b three different homopolymers, thymine (black
square), cytosine (bullet) and guanine (black triangle)
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monomer–pore interaction strengths. This method could

thus provide a useful tool in future studies on DNA

sequencing. By constructing model electrostatic potentials

using test charges, LM1 demonstrated that it was possible

to model high complex biological processes involving

several hundred atoms.

4 Modelling molecular motors and biomechanical

processes

Mitochondria are organelles contained within animal cells,

which among their other functions perform the important

task of converting glucose and oxygen into ATP (adenine

50-triphosphate) [52]. Although mitochondria have their

own DNA, which encodes some of the proteins required by

them, most of the 1000 or so proteins in mitochondria are

imported into the organelle. The mechanism of the protein

import is not fully understood, but it is clear that it is a

highly complex system which ensures that the proteins to

be imported are recognized, sorted and transported to their

different destinations.

Mitochondria have two membranes, the outer membrane

which defines the smooth shape of the mitochondrion, and

the inner membrane which has a much larger surface area

and contains many folds or cristae. The area between the

membranes is called the intermembrane space and that

within the inner membrane is known as the matrix. The

outer membrane contains mitochondrial porin, which is a

channel protein allowing the passage of ions and small

molecules. The inner membrane, which is made up of 76%

protein, many of them transport proteins, allows otherwise

impermeable molecules and large proteins to move across

it [53–56]. The production of ATP causes a constant

exchange of ions across the inner membrane and results in

setting up chemical and potential gradients across it, which

in turn becomes important for proteins getting into the

matrix [53]. Not all proteins from the cytosol are destined

for the matrix as some of these will become new import

pores in either of the two membranes [55–57]. In this

paper, we focus on those proteins which transport across

the two membranes through to the matrix.

Figure 8 shows a schematic representation of the

mechanism of preprotein import [54]. When the preprotein

is first synthesized and released to the cytosol, it has an

extra signal sequence attached to the N-terminus. This

sequence is what makes the preprotein attracted to the

correct organelle, in this case a mitochondrion. The signal

sequence is first attracted to the import proteins of the outer

membrane, called the TOM (translocase of the outer

membrane) complex. The main protein in this complex is

Tom40, which is the actual transport channel through the

outer membrane. Once through this channel, the signal

sequence is attracted to the TIM (translocase of the inner

membrane) complex, and it moves through the channel

made by Tim23 due to the potential gradient, Dw across the

inner membrane. The signal sequence, or presequence, is

positively charged and so is attracted across the inner

membrane and pulls the rest of the preprotein through

behind it. Once inside the matrix, the presequence is

removed from the preprotein and the next phase of the

import takes place.

There is much debate over the nature of the next part of

the import process and two mechanisms have been pro-

posed. Both involve the matrix heat-shock protein, Hsp70

and another part of the TIM complex, Tim44. As the pre-

protein comes through the inner membrane and into the

matrix, an Hsp70 molecule binds onto the preprotein by

using ATP and also onto the Tim44. In the ratchet model of

import, the binding Hsp70 acts as a molecular ratchet; i.e.,

once the preprotein has bonded onto the Hsp70, it cannot

then move back into the membrane [58]. Thus, with

repeated attachment and release of Hsp70 molecules, this

system will result in the preprotein moving into the matrix

by catching most of the forward motion due to thermal

fluctuations but not allowing it to move back into the

membrane. This mechanism relies on the frequent attach-

ment of Hsp70, with a minimal time where the preprotein

Fig. 8 A schematic

representation of the Hsp70

acting as a motor or as a ratchet
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is free to drop back out of the matrix. The ratchet model

has been the subject of some investigation, and Simon

et al. [59] have advocated it on the basis that (i) it is non-

specific; and (ii) it gives the ‘right’ order of the translo-

cation rate.

The second proposal is that the Hsp70 acts as a

molecular motor pulling on the preprotein to encourage it

through the channel in the inner membrane [60]. In this

scenario, the Hsp70 attaches to both the preprotein and

Tim44, but it undergoes a conformational change while

pivoting on Tim44 levering the protein forwards. Although

there has been much experimental work done on investi-

gating this process, there is still no consensus about the

actual mechanism. Indeed, it is not even clear whether

there is a discernible difference between the mechanisms.

Loebl and Matthai [61] (LM2) sought to discrimate

between these two mechanisms by investigating the tem-

perature dependence of the time taken for the protein to

translocate through the membrane. This method had been

successfully employed to study biopolymer transport

across biological nanopores [62]. The preprotein and

Hsp70 proteins were both treated as homopolymers mod-

elled by a chain of identical beads interconnected by

springs. The beads representing the monomers were

allowed to interact between themselves via a force-field

based on that developed for semi-flexible polymer chains

[63].

In this representation, each homopolymer chain com-

prises of Nl monomers, with equilibrium separation rl (l =

1 for preproteins or 2 for the Hsp70 protein) giving a total

chain length Ll = Nlrl. Changes in the bond energy due

to the stretching and bending were modelled by empirical

potentials. In addition, the interaction between all non-

adjacent neighbours, i and j, on a particular chain and

between monomers on different chains (e.g. between those

on the preprotein and the Hsp70) was represented by a

Morse potential. The interaction strengths were so chosen

that the Hsp70 molecule bonded strongly onto the

preprotein.

4.1 Modelling the motor

In this simplistic representation of the motor mechanism,

the Hsp70 molecule attaches on to part of the preprotein

closest to the membrane as it emerges out of the import

tube and pulls it away from the wall for a specified period

of time and then detaches itself. This process is then

repeated until all of the protein is pulled into the matrix. In

this simulation scheme, this action was modelled by first

bonding the Hsp70 on to the preprotein and the motor

mechanism leveraging the protein forwards was effected

by the introduction of a linear spatial potential gradient

seen by the Hsp70 molecule over a specified distance. With

this potential gradient, there is a constant force pulling the

Hsp70 and attached preprotein away from the inner wall.

Once the Hsp70 is maximally displaced, it detaches from

the preprotein. The reattachment of Hsp70 to the preprotein

monomers closest to the inner wall is a measure of the

availability of ATP and as such, was taken to be a variable

of the simulation.

Because of the pulling force, the Hsp70 moves away

from the wall taking the attached preprotein with it. Once

the Hsp70 has moved a specified distance, it is released

from the preprotein which in turn is allowed to evolve for a

period of time before another Hsp70 attaches itself to that

part of the preprotein chain nearest the membrane wall.

This period of time is determined by the availability of

ATP and was taken as a parameter in the simulations. The

pulling process is then repeated until the whole chain is

driven into the mitochondrion matrix. The translocation

time was determined in the way described in Sect. 5.

The concentration of ATP within the mitochondrion

would affect its ability to import proteins. In simple terms,

this would be manifest in the time period over which the

Hsp70 molecule is attached to the preprotein. Two cases

were investigated. In the first, the Hsp70 molecule is

continually attached to the preprotein. So, as soon as one

Hsp70 detaches itself at distance sz from the membrane

wall, then another attaches itself at the membrane wall.

This corresponds to a ‘hand-over-hand’ pulling [64]. In the

second scenario, once the Hsp70 has moved the distance

sz and detached itself, the same time period is allowed to

elapse before anther molecule is allowed to attach to the

preprotein at the membrane wall. Thus, in this case,

the preprotein is detached from the Hsp70 for roughly half

the time. Such a situation could correspond to a mito-

chondrion with a damaged ATP production system. The

translocation time dependence on motor strength and

temperature were then investigated.

4.1.1 Hand-over-hand pulling

An attachment probability of unity represents a fully

working mitochondrion, i.e., one producing plenty of ATP

for its needs. In this ‘hand-over-hand’ pulling, there is no

time delay between preprotein being released and attached

again.

Having determined an optimum motor strength for

performing the simulations, LM2 studied the temperature

dependence of the translocation process for this case. A

strong inverse square temperature dependence, similar to

that found in the simulation of polymer translocation

through a channel [62], was seen confirming the idea that

in this region, the reduction in the translocation time with

temperature was simply a reflection of the reduced

uncoiling barrier at higher temperatures.

1164 Theor Chem Acc (2011) 130:1155–1167

123



4.1.2 Intermittent pulling

In the intermittent pulling scenario, the preprotein is pulled

by the Hsp70 until the latter is displaced a some specified

distance, followed by the detachment of the Hsp70. The

preprotein is allowed to undergo Brownian motion for the

same period of time,, and with it, there is the possibility of

moving backwards into the tube.

From the results, shown in Fig. 9, it may be seen that

while both are broadly comparable and similar, when the

motor mechanism is not in continuous operation, the motor

strength needs to be increased quite substantially to achieve

comparable translocation times.

4.2 Hsp as a ratchet

When the Hsp70 acts as a ratchet, instead of pulling the

preprotein chain across the IM pore, it acts as a bias on the

Brownian motion of the translocating chain. This ratchet

model of the process can be modelled by allowing an

Hsp70 protein to bond to the 10 preprotein monomers

closest to the inner membrane as the latter is making its

way through the pore. However, since the Hsp70 cannot

enter the import tube, it also prevents the preprotein chain

from dropping back into the tube.

As might be expected from a model based on Brownian

motion, the temperature was found to have a great effect on

the translocation process in this ratchet model—especially

when compared with that of the motor models (see

Fig. 10).

It is clear that the motor process (with the ATP pro-

duction system fully working) results in translocation times

which do not vary greatly as a function of temperature and

thus would it make it a good candidate to describe protein

transport across the inner membrane in mitochondria.

Although the ratchet model benefits from the non-

specificity of its mechanism, it exhibits a large variation in

the translocation times with temperature which would be a

major shortcoming for a biological process.

5 Summary and future directions

In this article, we have attempted to show how methods of

condensed matter theory may be used effectively in the

study of biopolymers and biological processes. We have

given examples of how molecular dynamics simulations

have been employed in the study of the conformation and

force–extension curves of biopolymers and proteins. We

have also demonstrated how the application of such sim-

ulation techniques can give useful information about the

dynamics of biological molecules and, further, may even

be able to shed light on the validity of particular molecular

processes. Although the examples of the studies outlined

above are based on coarse-grained models, as computa-

tional resources have increased it has become more feasible

to undertake ab initio calculations of biopolymer confor-

mations and other properties. Now, many methods from

condensed matter theory and quantum chemistry, like DFT,

are being used to study biophysical properties and pro-

cesses [15, 65]. Another important aspect in the study of

biological molecules is the necessity to consider the envi-

ronment surrounding the molecule. While the treatment of

the environment can be considered in different approxi-

mations, it is clear that it has profound effects on the

molecular conformation, as outlined in Sect. 2. In parallel

with these theoretical methods, experimental methods from

condensed matter are also being used to probe the structure

and dynamics of biological macromolecules [66, 67].

It has been proposed [68] that Alzheimer’s and Parkin-

son’s diseases are connected to the aggregation of proteins

in the human body, since the proteins are polymers, Ma and

Fig. 9 The dependence of s on temperature, with motor strength,

m ¼ �0=r for the hand-over-hand pulling (crosses) and m ¼ 9�0=r for

the intermittent pulling (squares)

Fig. 10 The dependence of s on temperature for both motor models

(crosses for the hand-over-hand) and (squares for the intermittent

pulling), and the for the ratchet model (triangles)
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Hu [69], have recently considered what they term the

minimum form of the above aggregation problem, namely

the clustering of chains in the presence of repelling back-

ground fluid. Quite specifically, Ma and Hu employed

molecular dynamics simulations to investigate the aggre-

gation of polymer chains in the environment with or

without Lennard-Jones (LJ) fluid. Within the framework of

a polymer chain connected by rigid bonds with small or

zero bending and torsion angle–dependent potentials and

with fluid present, they found that a small number of linker

sites along a polymer chain are randomly assigned to be

fluid attractive, in contrast to the remaining fluid-repelling

monomers. They concluded that the polymer chains tend to

aggregate with or without linker sites and suggested that

their results might prove useful for building further models

for understanding the key factors which affect the aggre-

gation of peptides or proteins. This could result in being

able to design a strategy, or drugs, to avoid the aggregation

of such peptides or proteins in the human body.

Biological motion from cellular mobility to replication

and segregation of DNA, reflects molecular-scale forces.

Newmann and Nagy [70], in a recent review, have

emphasized the development of techniques that allow

measurement of force and displacement generated by sin-

gle molecules ranging from cells to proteins. These authors

stress, in particular, that current single-molecule manipu-

lation capacity spans six orders of magnitude in length

(from 10-10–10-4 m) and forces (10-14–10-8 N). They

note that present applications cover a range from the

manipulation of cells (&100 lm) to the measurement of

RNA polymerase advancing a base pair (0.34 nm) along

DNA [71] and from the mechanical disrupting of covalent

bonds [72] to the study of nucleic acid folding kinetics

[73]. Neumann and Nagy also note the ability to manipu-

late and control unlabelled proteins has recently been

recorded [74], but stress that this and other techniques that

are emerging have, as yet, to be fully realized. Neumann

and Nagy finally emphasize that, additional to these

advances, new techniques should enable the continuing

development of novel single-molecule force spectroscopy

techniques.

In a similar vein, Shafran et al. [75], by adapting a

scanning fluorescence correlation spectroscopy technique

to measure the structure factor S(q) [76] of semi-dilute

solutions of long DNA polymers, have demonstrated a

direction in which liquid state theory can offer a way for-

ward furthering our understanding the structure of DNA

solutions. Another area ripe for investigations relates to the

growth kinetics of clusters which can be useful for con-

trolling crystal growth to achieve increased purity of

crystals [77–80] which is in turn required for X-ray dif-

fraction investigations. Another area of much interest is

that charge transfers through biopolymers and in particular

DNA [81] because of their implications in the development

of electronic devices based on biopolymers.
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